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Timing Extraction identifies the delay of fine-grained components within an FPGA. From these computed
delays, the delay of any path can be calculated. Moreover, a comparison of the fine-grained delays allows a
detailed understanding of the amount and type of process variation that exists in the FPGA. To obtain these
delays, Timing Extraction measures, using only resources already available in the FPGA, the delay of a small
subset of the total paths in the FPGA. We apply Timing Extraction to the Logic Array Block (LAB) on an
Altera Cyclone III FPGA to obtain a view of the delay down to near-individual LUT SRAM cell granularity,
characterizing components with delays on the order of tens to a few hundred picoseconds with a resolution
of ±3.2ps, matching the expected error bounds. This information reveals that the 65nm process used has,
on average, random variation of σ/µ = 4.0% with components having an average maximum spread of 83ps.
Timing Extraction also shows that as VDD decreases from 1.2V to 0.9V in a Cyclone IV 60nm FPGA, paths
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magnifies the impact of random variation.
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1. INTRODUCTION
Circuit variation is quickly becoming one of the biggest problems to overcome if the
benefit from Moore’s Law scaling is to continue. It is no longer possible to maintain
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Fig. 1. Path delay of 1,000 nearly identical paths of length 7 LUTs, comparing measured delays to delays
reported by the CAD tools for a Cyclone III 65nm FPGA.

an abstraction of identical devices without incurring huge yield losses, performance
penalties, and high energy costs. Current techniques such as margining and speed
grade binning are used to deal with this problem. However, they will become pro-
hibitively conservative, only offering a limited solution that will not scale as variation
increases.

Figure 1 concretely demonstrates the opportunities available to improve on these
techniques. We carefully measured 1,000 paths consisting of seven buffers in one logic
array block (LAB) of an Altera Cyclone III 65nm FPGA. Figure 1(a) shows a histogram
of the results of these measurements. Similarly, Figure 1(b) shows the distribution
of delays as computed by the CAD tools for these paths. Immediately we see a large
difference between the two means. Techniques such as dynamic voltage scaling (DVS)
[Chow et al. 2005] go a long way to reduce this difference. However, of interest here,
and what DVS fails to address, is the wide range of the measured distribution—96ps.
Ignoring this range forces all resources to operate, at best, accommodating the slowest
measured resource. Knowledge of this distribution, on the other hand, provides the
possibility of operating faster than the slowest resource. Figure 1(c) demonstrates that
there is no correlation between the delays measured and those reported by the CAD
tools, indicating that the delays we are measuring are not correlated to any effect
modeled by the Altera tools.

FPGAs have the unique advantage over ASICs that they can use more fine-grained
and aggressive techniques that carefully choose which resources to use after fabri-
cation in order to mitigate adverse variation effects. Mehta et al. [2012] show that
a component-specific mapping solution reduces energy needs by 50% and will be a
necessity to extend beneficial scaling as variation increases. This approach requires
measurement of the underlying resource delays for the CAD tools to generate a custom
mapping perfectly adapted to the variation in the FPGA. In this article, we present
Timing Extraction, a methodology that allows the kind of fine-grained measurement
of fabricated component delays necessary for Mehta et al. [2012] in an efficient and
inexpensive manner, utilizing only resources already available on conventional FPGAs.
Although suitable to nearly any FPGA, to practically validate Timing Extraction, we
apply it to clusters (LABs) in the Altera Cyclone III and Cyclone IV FPGAs and confirm
that the measurements and calculations reflect underlying process variation.

The key challenge in Timing Extraction is that it is not possible to directly measure
the characteristics of every LUT or wire in an FPGA. Nonetheless, we show that
it is possible to obtain fine-grained delays using an indirect approach to measure,
compute, and characterize the variation of small groups of components. Wong et al.
[2009] demonstrated the feasibility of measuring path delays without the need for any
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dedicated test circuitry by surrounding the path with two registers that are already part
of the reconfigurable fabric. Timing Extraction takes advantage of this measurement
technique but goes further by demonstrating how to use the measurements to resolve
the delays of individual resources.

The measured path is composed of multiple components, the individual delays of
which we would like to know. By configuring and measuring a small set of overlapping
paths, we can set up a linear system of equations that, when solved, gives the individual
delay of each component in the paths [Gojman et al. 2011]. A simple example will give
better intuition as to what the technique actually accomplishes. Consider that we
measure three paths. Path 1 is composed of components A and B; Path 2, B and C; and
Path 3, C and A. Suppose the delays of the paths are 5ps, 4ps, and 3ps, respectively.
That leads to the system of equations to follow:

A+ B = 5ps Path 1
B+ C = 4ps Path 2
C + A = 3ps Path 3

Even though we did not measure the delays directly, with little work we can solve for
the delay of A, B, and C to be 2ps, 3ps, and 1ps, respectively.

Timing Extraction does exactly this but at a level that allows us to characterize a full
FPGA. Formulating the naive problem, where every wire and transistor in the FPGA
are represented by a separate variable in the system of equations, invariably leads to
an underdetermined system without a unique solution (Section 3.2). However, Timing
Extraction judiciously groups components into discrete units of knowledge (DUKs),
which, combined with a careful selection of measured paths, guarantee a solution to
the delay of each DUK in the system (Section 3.3). With that information, we can
predict the delay of any path that could be used when mapping logic to the FPGA.

We begin with a brief review of the required background (Section 2). Section 3 de-
velops the ideas of Timing Extraction by using the logic clusters in the Cyclone III
as a case study. We expand Timing Extraction to intra-LUT measurements and begin
to show how it is generally applicable in Section 4. Section 5 analyzes the expected
measurement error. Results from our measurements are presented in Section 6. While
we present concrete details on how to measure the Cyclone III, the general technique
can be extended to any modern FPGA; in Section 7, we briefly sketch how to port the
ideas and why they are generally applicable. An outline of future work is explored in
Section 8, before the conclusion (Section 9).

Novel contributions of this work include the following:

—First identification and demonstration of techniques for determining the delay of
individual LUTs and the unique interconnect delay between pairs of LUTs using
only on-chip FPGA resources
—Identification of smallest delay-measurable groups of components
—Identification of the smallest set of measurements necessary to extract complete

fine-grained delay information within a cluster (LAB)
—Algorithm for calculating component delays from path measurements

—Technique for predicting delay of any path in a cluster (LAB) using component LUT
delay measurements

—First set of measurements to fully characterize the delay components within a cluster
(LAB) and within LUTs in a commercial FPGA

—Quantification of process variation at a near-LUT-level granularity
—Quantification of increased random variation with voltage scaling
—Characterization of significant contribution from random variation in process

variation
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Fig. 2. σVth as a function of technology nodes, based on predictive technology models. This considers the
individual effects of random dopant fluctuations (RDFs), line edge roughness (LER), and oxide thickness
(OTF) from Ye et al. [2010].

A preliminary version of this work appeared in Gojman et al. [2013], where the basic
ideas of Timing Extraction are introduced and applied exclusively to the clusters, mea-
suring individual logic element (LE) delays. This work expands Timing Extraction to
measure even smaller circuit structures, intra-LUT delays. At the same time, it paves
the way for the general application of Timing Extraction to an arbitrary circuit struc-
ture in an FPGA (Section 4). Furthermore, this work formally quantifies the expected
error the measurement technique introduces (Section 5) and presents significantly
more precise measurements and results (Section 6), done by increased control of the
placement and routing of our test circuit (Section 6.1), that are demonstrably within
the expected error bound (Section 6.3).

2. BACKGROUND
2.1. Process Variation
Process variation refers to differences between device parameters due to manufactur-
ing. These differences ultimately affect the delay and energy requirements of the device.
Correlated variation has historically accounted for the majority of process variation,
where the amount a device varies is correlated to some parameter, such as location on
the wafer. Consequently, most techniques aim to reduce correlated variation. Binning,
for example, mitigates die-to-die variation, while biasing [Lewis et al. 2009] reduces
correlated regional variation. In essence, correlated variation provides a model that
can be used to reduce process variation. However, as feature sizes continue to shrink,
more and smaller transistors fit on one chip, greatly increasing the contribution of ran-
dom variation to process variation. Unfortunately, unlike correlated, random variation
is not easily modeled and mitigated.

Figure 2 shows how the three main contributors to random variation—oxide thick-
ness, line edge roughness, and random dopant fluctuations—lead to a significant in-
crease in variation experienced by Vth, the transistor’s threshold voltage, as technology
scales.

The value of Vth has a direct and profound effect on the performance and energy
requirements of a transistor. Equations (1) and (2) represent the current through a
transistor during the saturation and subthreshold operating points [Rabaey et al.
1999; Hanson et al. 2006]. Although physical parameters such as transistor geometry,
W , L, and dopant concentration, η, have a strong stochastic variation component, it
is the exponential dependence on Vth that brings about the harmful effects of random
variation on the current through a transistor:

Ids,sat = WvsatCox

(
Vgs − Vth − Vd,sat

2

)
(1)

Ids,sub = W
L

ηCox(n − 1) · vT
2 · e

Vgs−Vth
n·vT

(
1 − e

−Vds
vT

)
. (2)
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In turn, the propagation delay τpd and leakage energy of the circuit are a function of
current (Equations (3) and (4)):

τpd = Cl · Vds

Ids
(3)

Eleak = Ids,sub · Vds · τcycle. (4)

As such, random physical variation expresses itself in differences in the energy
efficiency and delay of a transistor.

Statistical static timing analysis (SSTA) [Srivastava et al. 2005] attempts to model
the expected random variation and with it the expected behavior of the FPGA. With
this model, the CAD tools can generate a mapping that, statistically speaking, will
reduce the effects of random variation. Unfortunately, this solution inherently fails to
accommodate every FPGA. Instead of employing this one-size-fits-all solution, Timing
Extraction measures and extracts detailed delay information from the FPGA after
fabrication. This can then be provided to the CAD flow, which generates a component-
specific mapping tailoring the design to the particular FPGA [Mehta et al. 2012].

The delay of a component in the FPGA not only is affected by process variation but
also can fluctuate due to environmental and temperature changes [Li et al. 2010] as
well as aging effects [Stott et al. 2010]. To ensure that measured delays consistently
represent process variation, Timing Extraction requires that measurements be taken in
a highly controlled manner. Section 6.1 details the controls employed for our application
on the Cyclone FPGA. The consistency of the results presented in Section 6.3 concretely
demonstrates that Timing Extraction does measure process variation.

2.2. Altera Cyclone LAB Architecture
Timing Extraction is a general methodology that provides fine-grained delay measure-
ment of small groups of components within an FPGA. Although it is applicable to any
FPGA, to ground the presentation in this article, we focus our application to the LABs
of the Altera Cyclone III and Cyclone IV FPGAs.

The LAB in these FPGAs is composed of 16 LEs, each having a 4-LUT and optional
register output, a set of 38 routing channels for external inputs, and 16 local routing
channels for LE-to-LE communication. Local routing is 50% depopulated where LUT
inputs A and B form a complete input set; that is, every LE can connect to every other
LE in the LAB by using either input A or B, and similarly inputs C and D form a
complete input set (Figure 4). The scope of this article limits delay measurements to
the 16 LEs and the 16 local routing channels in the LAB.

2.3. Path-Delay Measurements
We use a launch-capture technique to measure the delay of a path in an FPGA. In this
approach, a combinatorial circuit, known as the circuit under test (CUT), is configured
between a launch register and a capture register. Starting at an initial frequency and
increasing to a maximum frequency, signals are sent from the launch register to the
capture register. When a signal fails to reach the capture register within half of a clock
cycle, we know that the delay of the path is greater than twice the frequency at which
that signal was clocked. This technique has been successfully used to capture the delay
of paths on FPGAs for many applications [Smith and Tian 2009; Sedcole et al. 2008;
Wong et al. 2009; Majzoobi et al. 2010].

A limitation of this measurement technique, however, is that it cannot measure a
path that is faster than twice the highest frequency supported by the FPGA’s on-chip
PLLs. Twice the frequency comes from the fact that the launch and capture registers
are clocked on opposite clock edges. Therefore, any work that exclusively uses this
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Fig. 3. Test setup and Cyclone-III 4-LUT decomposition.

measurement technique will be limited to reporting delays of long paths. To ground
this, consider that the maximum frequency for the Cyclone III PLLs used in this work
is 402.5MHz. This means that the fastest path we can measure is 1

2·402.5 = 1.24ns.
Figure 1(a) shows that, on average, a path of length 7 LUTs is measured to take 1.90ns,
meaning that, roughly, on average, the delay through 1 LUT is 271ps. Combining this
fact with our maximum frequency leads to the conclusion that the smallest path we
can measure is five LUTs long. This ignores the expected variation spread. Therefore,
to err on the side of caution, we do not measure anything with less than 6 LUTs in a
path. Nevertheless, as we will later show, this work reports on delays on the order of
1 LUT by taking delay measurements of long paths and breaking them into smaller
parts. Wong et al. [2009] and Tuan et al. [2011] take only a single measurement within
each LAB or CLB and make no attempt to characterize within-LAB variation. The most
closely related technique used in Culbertson et al. [1997] and Yu et al. [2010] takes
the difference between two ring oscillators to extract subcluster delays. However, this
approach fails to account for the unique interconnect delay between pairs of LUTs, nor
is it able to account for register delays.

Due to the nature of CMOS and FPGA circuit design that uses NMOS pass transis-
tors, there could be a delay difference in a rising transition as compared to a falling
transition. In order to separate the falling and rising delays, our CUT is composed of
buffers in series. In this way, all elements in a path transition in the same direction,
allowing us to separate the rising transition through the path from falling transitions.
Figure 3(a) shows a diagram of the path-delay measurement circuit used. A signal with
a 50% duty cycle is provided to the launch register. The signal propagates through the
CUT and the capture register records its output. Errors are detected by the two error
detection circuits, one monitoring rising failures, the other, falling failures. In Gojman
et al. [2013], we demonstrate a systematic 10% difference between falling and rising
delays. Though we always capture both transitions, due to this systematic difference,
we only report rising transitions in this work.

For each LUT that forms the CUT, only one input is used. The remaining inputs are
fixed to a chosen binary vector provided by the fixed LUT input block on an adjacent
LAB. By explicitly fixing the value of these unused inputs, we control exactly which
pair of configuration SRAM cells in the LUT is used, allowing measurement of the
intra-LUT delays as explained in Section 4. Figure 3(b) shows the architecture of a
Cyclone III 4-LUT [Altera 2005b, 2009]. From this, we expect that the LUT delay
will vary systematically depending on which input is controlling, with inputs A and B
slower than C, which will be slower than D.

Because of operating variation such as clock jitter, it is not sufficient to observe one
failure to declare the delay of a path. Instead, the path is tested at one frequency many
times, and two counters, for rising and falling transitions, keep track of how many
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Fig. 4. Block diagram of a Cyclone FPGA LE (4-LUT and register), including local interconnect.

failures occurred at that frequency, for that transition. If at frequency f , the number
of failures reaches a percent of the total number of transitions, the delay of that circuit
is reported as 1

f . The transition from no failures to 100% failures is gradual. If we
assume that the variation that caused this gradual failure rate is mostly stochastic
and has a symmetric probability distribution, then the 50% failure rate provides the
most accurate estimate of delay given a small number of samples. We do not use this
frequency for regular operation, since at this frequency signals fail timing 50% of the
time. Knowing the variance in cycle time, we can then select a suitable operating
frequency that keeps timing errors down to an acceptable level.

3. TIMING EXTRACTION
The general idea behind Timing Extraction is easy to understand. It is not possible to
measure the delay of every component in an FPGA directly since individual transistors
or wires cannot be isolated from their surrounding components. Nevertheless, by mea-
suring the delay of different paths through an FPGA, it is possible to decompose the
delays of these paths into their constituents. Essentially, each path consists of a linear
sum of the delay of its parts; therefore, we can cast this problem as a linear system of
equations where each equation represents a path and equals the measured delay of the
path. With enough equations, we can solve for all the unknowns and directly acquire
the delays of every component used in these paths. In order for the system of equa-
tions to have a unique solution, it is imperative to carefully select what the variables
in the equations represent. In this section, we use the Altera Cyclone LAB architecture
to ground the development of the general Timing Extraction methodology. We begin
by considering what is individually calculable, followed by an analysis of what paths
must be measured. This leads to the realization that our initial assessment of what
is individually calculable is flawed, which ultimately leads us to the notion of DUKs,
allowing for a complete solution.

3.1. Logical Components
It is not possible to measure the delay of a single wire or transistor in the FPGA,
even indirectly. To explain, consider the simple representation of the Cyclone LUT in
Figure 4. Suppose we want to know the delay of only the highlighted crosspoint in
isolation. This is not possible since any path that uses that crosspoint must use the
labeled Local Interconnect, Output, and MUX. However, since any path that uses this
crosspoint will naturally use the other components, there is no practical reason to
measure its delay independent of these components. This gives the notion of a Logical
Component or LC Node and the first attempt at defining what the variables in our
system of equations represent.

As explained in Section 2.3, measured paths start at a register, go through zero
or more buffers, and end at a register. A path in a LAB will begin at a register, go
through some number of LUTs, and end at a second register. Figure 5 shows how we
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Fig. 5. Highlighted, an example of the components that form each of the three types of LC Nodes in a
Cyclone LAB.

Fig. 6. Equivalence between LC Node basis and DUK basis. To build intuition, the shapes give a geo-
metric interpretation to the delay of each LC Node or DUK. The equations below each figure show this
mathematically.

decompose this path into three types of LC Nodes. The path begins at an LC Node
whose first component is a register, known as a Start Node; goes through zero or more
LC Nodes with no registers, Mid Nodes; and ends at an End Node, an LC Node whose
last component is a register.

Figure 6(a) represents a path using groups of Start, Mid, and End Nodes. Thus, we
let LC Nodes correspond to variables in our system of equations and represent each
measured path delay by a linear sum of the delays of these LC Nodes.

To solve for the delay of all LC Nodes, we must measure at least a number of paths
equal to the number of LC Nodes in a LAB. A Start Node and Mid Node start at one
LE and end at a second LE. Considering that there are 16 LEs in a LAB and two input
sets, AB and CD (Section 2.2), this gives a total of 16 × 15 × 2 = 480 Start and 480
Mid Nodes per LAB. Since End Nodes only use one LE, there are only 16 End Nodes
per LAB. In total, there are 480 + 480 + 16 = 976 LC Nodes in a LAB, which is the
minimum number of paths we must measure to solve for their delay.

3.2. Matrix Representation
Once we measure a correct set of 976 paths and solve for the delay of all LC Nodes, it
will be possible to reconstruct the delay of any of the approximately 1018 paths within a
LAB. Therefore, the problem is deciding which 976 paths to measure. To better discuss
this solution, we formulate our system of equations as a matrix. A path is represented
by a row, while a column describes an LC Node. An entry Lij in the matrix is 1 if LC
Node j forms part of path i, and 0 otherwise. Since there are 976 LC Nodes and we
need at least 976 paths, our matrix will be at least as large as 976 × 976. Once the
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delays of the paths are measured, we use this matrix and the path delays to solve for
all LC Nodes.

Linear algebra tells us that if the rank of the original matrix is equal to the number
of LC Nodes, then we can solve for the delay of each LC Node. Otherwise, if it is less
than the number of LC Nodes, the system is underdetermined and, in general, contains
an infinite number of solutions. Unfortunately, even if we measure the delay of all 1018

paths, the rank of the matrix is 960, 16 less than the total number of LC Nodes in
a LAB. Section 7 provides some intuition as to why this is the case for any FPGA in
which we let LC Nodes represent the variables in the system of equations.

Even though the matrix is rank deficient, it must have a nonempty vector space
that accounts for its basis. In turn, this means that there must be a set of linearly
independent paths, which, when taken together and measured, allow us to compute
the delay of any other measurable path in the circuit. Since the LAB has a matrix with
rank 960, we only need to measure a linearly independent set of 960 paths to compute
the delay of any path in the LAB. Essentially, instead of using a basis where every path
in the matrix is represented by a linear combination of LC Nodes, we use a basis where
every path is represented by a linear combination of the 960 paths measured.

Although this approach provides the delay of any path, it does not achieve the desired
results for two reasons. First, it is difficult to incorporate these results into conventional
routing algorithms when a component-specific route is sought, since routing algorithms
[McMurchie and Ebeling 1995] tend to expand routes incrementally and we only have
complete path-delay information. Second, the basis does not provide a fine-grained
understanding of the variation. The next section addresses these shortcomings by
defining a particularly convenient basis that spans the matrix yet provides the fine-
grained, incremental variation information desired.

3.3. DUK Basis
Timing Extraction’s objective is to provide fine-grained delay information that can then
be used to characterize the variation in the FPGA as well as perform a component-
specific mapping to the FPGA. We know it is not possible to solve for the delay of every
LC Node; however, our solution should allow us to formulate path delays as a linear
sum of a small number of components. By definition, an LC Node is the smallest delay
we care to measure; however, since we cannot solve for LC Nodes, we consider the
next best thing, a basis where the variables represent a small linear combination of
LC Nodes. We refer to this small linear combination of LC Nodes as a DUK. First,
we introduce the vectors that compose the DUK basis; then we show the equivalence
between an LC-based and a DUK-based model; and finally, we demonstrate that unlike
LC Nodes, we can compute the delay of DUKs.

Instead of having three types of variables that are combined to represent a path, this
basis contains two types of DUKs. The delay of a Start Node plus an End Node forms
the first DUK (Equation (5)). On its own, this DUK forms a complete measurable path,
starting at a register and ending at a second register. Moreover, all paths stem from
this DUK; therefore, we refer to it as a Mother DUK, or M-DUK. The second DUK is
known as a Child DUK, or C-DUK. As its name suggests, it follows the Mother DUK
and incrementally grows a path. A C-DUK consists of the delay of a Mid Node plus the
difference of two End Nodes (Equation (6)):

M-DUK = Si + Ej (5)

C-DUK = Mi + Ej − Ek. (6)

Assuming we have their delays, together, these two types of DUKs allow us to com-
pose any measurable path in exactly the same way that LC Nodes did. In general, a
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Fig. 7. Highlighted, an example of the LC Nodes that form the two types of DUKs in a Cyclone LAB.

measurable path will be represented by an M-DUK and zero or more C-DUKs. For a
path to be measurable, it must start and end at a register. M-DUKs naturally represent
such paths. The function of a C-DUK is to replace the End Node and extend the path by
adding a Mid Node and a new End Node. Consider the path shown in Figure 6(a) con-
sisting of a Start Node, three Mid Nodes, and an End Node. We can easily represent this
path in the DUK basis using one M-DUK and three C-DUKs, as shown in Figure 6(b).
Figure 6(b) represents each DUK as a jigsaw piece to give a geometric meaning to the
notion that two DUKs must complement each other in order to correctly represent a
path. Here, instead of each DUK having a different delay, each DUK has a unique
shape. The concave left side of a C-DUK represents the carved-out delay of the sub-
tracted End Node, while the convex right side of a DUK shows the addition of an End
Node.

In general, given a path represented by LC Nodes, we can easily re-express it using
the DUK basis by replacing the Start Node with an M-DUK containing the same
Start Node, and every Mid Node by a C-DUK composed in part by the Mid Node, and
subtracting the same End Node that is added to the DUK before it. The last C-DUK
must also contain the End Node of the path in question.

3.4. DUKs in Cyclone LAB
Figure 7 shows how DUKs map to LE i and j in a Cyclone LAB. Similar to the Start
Node, the M-DUK spans two LEs. Since there are 16 LEs in a LAB and two input
sets (Section 2.2), there are 16 × 15 × 2 = 480 M-DUKs. An equal number of C-DUKs
exist, since a C-DUK also spans two LEs. Using the 960 DUKs in a LAB, it is possible
to represent any path in the LAB originally represented by a set of LC Nodes. Under
Figure 7 appear two LC Node equations leading to the corresponding DUKs. A subscript
prefix on both the LC Nodes and the DUKs indicate the source LE, and a subscript suffix
signals the sink LE. We can establish a one-to-one correspondence between Start Nodes
and M-DUKs (Figure 7(a)) by observing that the prefix and suffix on the Start Node
match the prefix and suffix of the M-DUK. Essentially, it indicates that if the Start
Node begins in LE i and ends in LE j, the M-DUK will as well. A similar bijection
exists between Mid Nodes and C-DUKs (Figure 7(b)). The equations in Figure 7 also
indicate which End Nodes must be added or subtracted to correctly form the DUK.

These equations and this notation allow us to trivially transform a path based on
LC Nodes into one using DUKs. We replace the Start Node with the M-DUK that has
the same source and sink LE. Similarly, we replace every Mid Node with the matching
C-DUK. The delay contributed by the End Node will already form part of the last DUK.
An example will help solidify this transformation.

Consider the path with four LC Nodes:

i Sj + j Mk + kMl + l E.
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Applying the transformation algorithm described previously leads to the path

i MDj + jCDk + kCDl.

Expanding each DUK to its LC Node representation leads to

i Sj + j E︸ ︷︷ ︸
i MDj

+ j Mk + kE − j E︸ ︷︷ ︸
jCDk

+ kMl + l E − kE︸ ︷︷ ︸
kCDl

,

which, after simplifying the terms, equals the original LC Node-based path.
It is not a coincidence that the number of DUKs, 960, matches the rank of the matrix

formed by paths × LC Nodes. The previous algorithm shows how a linear combination
of DUKs can be used to represent an arbitrary measurable path. This is the definition
of a basis for the matrix. Therefore, these DUKs form a basis for the path–LC Node
matrix. As such, by obtaining the delay of the 960 DUKs, we can compute the delay of
any of the 1018 paths in the LAB.

This basis is superior to the one suggested at the end of Section 3.2, where 960 linearly
independent paths are selected to form the basis, for several reasons. First, DUKs can
be composed incrementally, allowing routing algorithms to easily incorporate this delay
information into their path search. Second, DUKs provide a uniformity that the other
basis lacks. There is no guarantee that all paths in the other basis will be of the same
length or use similar LUT inputs. Therefore, it is not easy to compare delays between
and within LABs. DUKs, on the other hand, have two consistent forms, M-DUKs and
C-DUKs. We can directly compare one C-DUK using LUT input A to another C-DUK
using LUT input A and know that if one is faster, it is due to process variation and not
because of differences in what they represent. Finally, DUKs provide very fine-grained
delay information, almost on the order of one LE, while the other basis only has delays
of paths.

3.5. Obtaining DUK Delays
It should come as no surprise that it is impossible to measure C-DUKs directly, since
one term subtracts the delay of an End Node. It is relatively simple, however, to figure
out which paths combine to give a C-DUK’s delay. Consider C-DUK i Mj + j E − i E
from Figure 7(b). To get this delay, we simply measure a path starting with a set of
Nodes represented by path prefix π and ending in Nodes i Mj + j E and subtract from
it a path starting with the Nodes in π and ending in Node i E. This leads to the path
equation

(π + i Mj + j E) − (π + i E) = i Mj + j E − i E. (7)

In a sense, this mathematically demonstrates the purpose of a C-DUK, removing the
last End Node in a path and replacing it with a new Mid Node and End Node.

Since every M-DUK represents the delay of a Start Node plus an End Node and
a path must begin at a Start Node and end at an End Node, our path measurement
technique (Section 2.3) should allow us to directly measure the delay of every M-DUK.
Unfortunately, as established in Section 2.3, the shortest path we can confidently
measure is of length 6, while an M-DUK forms a much smaller path of length 1 LUT
and two registers (Figure 7(a)). Therefore, we take an indirect approach to measuring
the delay of an M-DUK by measuring three paths and taking a linear combination of
these paths.

To compute the delay of M-DUK i Sj + j E, we measure one path that begins by a set
of nodes represented by π1 and ends with l Mj + j E. Then we measure a second path
that begins with i Sj + j Mk and ends with a set of nodes represented by π2. Finally, we
measure a path that is similar to the second path at the beginning and similar to the
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first path at the end: π1 + l Mj + j Mk + π2. Adding the first two paths and subtracting
the third leads to the delay of the M-DUK as shown in the following path equation:

(π1 + l Mj + j E) + ( i Sj + j Mk + π2) − (π1 + l Mj + j Mk + π2) = i Sj + j E. (8)

There exist a few requirements on which nodes may form part of π1 and π2. Since the
third path uses both π1 and π2, we must make sure that each of the 16 LUTs in the
LAB is used only once between the Nodes in π1, π2 and the two Mid Nodes l Mj + j Mk.
Also, π1 and π2 should not use the LUT i or j. These requirements are easy to satisfy
and allow for long paths that we can measure using the limited frequency resources in
the Cyclone III and Cyclone IV FPGAs.

All told, we measure two paths for every C-DUK and three for each M-DUK; at worst,
this means we must measure 2 × 480 + 3 × 480 = 2,400 paths per LAB. Although this
is slightly larger than the minimum of 960 given by performing Gaussian Elimination
on the path × LC Node matrix, it is still a small number compared to the total possible
paths, and it meets the Timing Extraction goals: fine-grained measurements suitable
for direct variation characterization and component-specific routing.

4. INTRA-LUT TIMING EXTRACTION
The previous section introduced the key concepts of Timing Extraction by explaining
how to acquire detailed delay measurements for LEs within a LAB. In this section, we
apply these ideas to the internal structure of the LUTs within the LEs, including SRAM
cells and MUX paths (Figure 3(b)), and use it as an opportunity to demonstrate how
Timing Extraction is easily applicable to other circuit structures. To do this, we examine
how breaking the LUT into individual memory cells changes the structure of our Logical
Components (Section 3.1). This forces us to reconsider which DUKs are necessary to
cover any required path within a LAB and introduces a new DUK to complement the
existing two and acquire fine-grained intra-LUT delays.

To measure intra-LUT delays, it is useful to represent the LE as a graph of physical
components. Figure 8(a) shows this graph representation for the Cyclone LE from
Figure 4. To capture the fact that a measured path must start and end at a register,
the register is modeled by two nodes in the graph, one for the output, FFQ, and one
for the input, FFD. Two physical components, i and j, in this graph will be part of
the same Logical Component (Section 3.1) if and only if j is downstream from i and
i is the only upstream physical component that connects to j. Essentially, a Logical
Component starts at a physical component with fanin greater than 1 and ends before
the next downstream physical component with fanin greater than 1.

The three Logical Components introduced in Figure 5 immediately result from apply-
ing this definition when we compute LC Nodes that explicitly use or avoid the register
nodes, as highlighted in Figure 8(a).

When considering intra-LUT delays, it is necessary to modify the graph from
Figure 8(a) so that the individual SRAM cells within the LUT are accounted for, but
first we must understand how to represent these SRAM cells in the graph. As shown in
Figure 3(a), LUTs in a measured path, which form part of the circuit under test (CUT),
are logically configured as simple buffers. For a K-LUT, this means that only one out
of K inputs is used, and only two SRAM cells in the LUT will be read. For a given used
input, which two SRAM cells are read depends on how the unused K − 1 inputs are
configured. For example, in the Cyclone III 4-LUT, when the LUT is programmed as
a buffer on input A and the other three inputs are fixed low, we use the SRAM cells
addressed by input bit-vectors 0000 and 1000. If, instead, the unused inputs are fixed
high, the SRAM cells will be those read by bit-vectors 0111 and 1111. Altogether, there
are eight pairs of SRAM cells that can be used to implement a buffer on input A. We
can label the eight pairs as A000 through A111. A similar labeling for inputs B, C, and
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Fig. 8. Graph representation of Figure 4. Highlighted, an example of the components that form each of the
types of LC Nodes in a Cyclone LAB.

D leads to 32 pairs of SRAM cells, and each one of these 32 pairs is represented as a
node in Figure 8(b), replacing the LUT node in Figure 8(a). Logical components in this
new graph are formed in the same way as before; however, the result, as highlighted in
Figure 8(b), is four types of logical components, Start Node, Mid Node LUT, Mid Node
LE, and End Node, instead of the original three.

4.1. Intra-LUT DUKs
A path is now formed by a Start Node followed by zero or more pairs of Mid Node
LUT–Mid Node LEs, and terminating with a Mid Node LUT and an End Node. Though
the number and composition of the paths is different, it is still the case that we cannot
solve for the delay of each LC node since this is a fundamental property of the launch-
capture measurement technique. Therefore, we again consider forming DUKs to get
the desired information.

The original M-DUK is essentially representing the smallest path that can be formed
between two registers. The original C-DUK is a mechanism that extends a path by
replacing one LC Node with two, while maintaining the requirement that the path
starts and ends at a register. Defining the two DUKs this way allows us to define
similar DUKs in this new representation.

The smallest path between two registers is one that begins at a Start Node, goes
through one Mid Node LUT, and finishes at an End Node (Equation (9)). To extend a
path, we replace the End Node with a Mid Node LE followed by a Mid Node LUT and
a new End node (Equation (10)). As before, these two DUKs are all that is required to
form any measurable path; however, representing intra-LUT delays greatly increases
the total number of DUKs:

M-DUK = i Sj + j MLU T
xxx + j E (9)

C-DUK = i MLE
j + j MLU T

xxx + j E − i E. (10)
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To count the number of DUKs, we look at what LC Nodes form the DUK and the
corresponding connectivity between these Nodes. Considering the LAB in a Cyclone III,
a Start Node begins at a register in LE i and ends before a LUT input in LE j.
Since there are 16 LEs per LAB and the connections from one LE to another are
50% depopulated, there is a total of 16 × 15 × 2 = 480 Start Nodes. A Start Node
connects to eight distinct Mid Node LUTs, one for each pair of SRAM cells used to
implement a buffer on a given LUT input. Finally, the Mid Node LUTs connect directly
to exactly one LUT register, represented by an End Node. Therefore, altogether, there
are 480 × 8 × 1 = 3,840 M-DUKs. A similar accounting also leads to 3,840 C-DUKs.

Although still less then the 1018 measurable paths in a LAB, 7,680 DUKs is eight
times greater than the 960 DUKs accounted for in Section 3.4. This factor of eight
comes directly from the fact that now we represent pairs of SRAM cells in the 4-LUT of
the Cyclone III. To reduce the total number of DUKs, we introduce a new type, a DUK
that swaps one Node for another. Specifically, the Sibling DUK, or S-DUK, will swap
one Mid Node LUT with another, as represented by Equation (11):

S-DUK = i MLUT
xxx − i MLUT

yyy . (11)

A given Mid Node LUT in some path can be replaced by seven other Mid Node LUTs
without changing anything else in the path. Physically, this swap replaces one pair of
SRAM cells used to implement a buffer on a particular input of a LUT with another
pair using that same input in that same LUT. Since there are four inputs and 16 LEs,
there is a total of 4 × 16 × 7 = 448 S-DUKs. Having these S-DUKs allows us to reduce
the number of M-DUKs and C-DUKs by a factor of eight since we can measure M-DUKs
and C-DUKs fixing unused LUT inputs to one value, and then use S-DUKs if a different
value is desired. As such, we end up with a total of 480 + 480 + 448 = 1,408 DUKs per
LAB, a much better result than 7,680 before introducing S-DUKs.

4.2. Obtaining DUK Delays
All that remains is to describe which, and how many, paths should be measured to
compute the delay of all 1,472 DUKs. For M-DUKs and C-DUKs, we use the same
mechanism as in Section 3.5 but adjust it to account for the new LC Node representa-
tion. To compute the C-DUK’s delay described by Equation (10), we again measure two
paths that differ only in their endings but have same prefix π (Equation (12)):

(
π + i MLE

j + j MLU T
000 + j E

)
− (π + i E) = i MLE

j + j MLU T
000 + j E − i E. (12)

The M-DUK is computed by measuring three paths where the sum of the first two
minus the third gives the desired M-DUK delay as shown in Equation (13):

(
π1 + l MLE

j + j MLU T
000 + j E

)
+

(
i Sj + j MLU T

000 + j MLE
k + π2

)
(13)

−
(
π1 + l MLE

j + j MLU T
000 + j MLE

k + π2
)

= i Sj + j MLU T
000 + j E.

Since S-DUKs are the difference of two Mid Node LUTs, they are computed using two
paths that differ in exactly one Mid Node LUT (Equation (14)). However, since there is
very little restrictions on what the paths should be, we can reuse any one of the paths
from either the C-DUK or M-DUK measurements as the first path in Equation (14):

(
π1 + i MLU T

000 + π2
)

−
(
π1 + i MLU T

xxx + π2
)

= i MLU T
000 − i MLU T

xxx . (14)

Therefore, as before, we have that C-DUKs require two paths, M-DUKs three, and,
due to path reuse, S-DUKs only need one more. This means 2×480+3×480+1×448 =
2,848 paths must be measured to compute the delay of all DUKs in one LAB. In other
words, by measuring 19% more paths than in Section 3.5, we augment our delay
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knowledge with full detailed measurement information about the delay within the
individual LUTs. Section 6.2 shows detailed results of these measurements.

5. MEASUREMENT PRECISION
The precision of the delay computed for each DUK is limited by the granularity to
which we can adjust the clock used in the launch-capture measurement technique. In
this section, we quantify the expected DUK error introduced due to this limited clock
granularity. Section 6.3 demonstrates how our empirical results match the analysis
presented here. As explained in Section 2.3, measuring the delay of a path requires
adjusting the test clock to find the frequency at which the signal first fails to reach
the capture register. Assuming the finest granularity by which the frequency can be
adjusted is %clock seconds, then any measurement made will at worst be %clock seconds
slower than the actual delay of the path (Equation (15)):

τmeasured = τpath + εpath | εpath < %clock. (15)

To determine the error in DUK delays due to limited clock granularity, we refer to
Section 3.5 and Section 4.2, which explain how to compute the delay of a DUK. A
C-DUK’s delay is the difference of the delay of two paths. Equation (16) expresses the
delay and measurement error of a C-DUK in terms of the delay and measurement error
of two paths, A and B:

τCDU K + εCDU K = (τA + εA) − (τB + εB). (16)

The error of a C-DUK is thus εA − εB. Since both εA and εB are less than %clock, the
error will be greatest when path A’s error is nearly %clock and path B’s error is nearly
zero, or vice versa, as formalized in Equation (17). Since an S-DUK is also the difference
of two paths, Equation (17) also characterizes its measurement error:

−%clock < εCDU K < %clock. (17)

A similar analysis applies for the M-DUK. The delay of an M-DUK is derived by the
sum of two paths minus a third, as Equation (18) demonstrates:

τMDU K + εMDU K = (τA + εA) + (τB + εB) − (τC + εC). (18)

Therefore, the error of an M-DUK is εA + εB − εC . Since all three terms are less then
%clock, we can bound the error by the worst case, when either εA and εB are nearly %clock
and εC is nearly zero, or the other way around, as captured by Equation (19):

−%clock < εMDU K < 2 · %clock. (19)

To validate that computed DUK delays accurately represent exact DUK delays to
within the expected error, it would be necessary to know the exact DUK delays. How-
ever, we are unable to get this information. Therefore, to certify the accuracy of com-
puted DUK delays, we must calculate a DUK delay two or more ways and confirm that
the results are within expected error.

This is easily done, because there are few requirements set on the paths used to
compute DUK delays, since there are nearly no restrictions on the subpath prefixes
and suffixes represented by π in Section 3.5 and Section 4.2. Consequently, it is possible
to formulate multiple sets of paths by changing these π subpaths yet still compute the
same DUK. It is worth noting, however, that since every computed DUK must obey
the error bounds of Equations (17) or (19), it is possible that one computation will be
on one end of the bound and the other on the other end of the bound. As a result,
it is necessary to consider not the error between a computed DUK and the actual
DUK delay, as was done earlier, but the maximum error between two computed DUKs.
We look to Equation (17) and determine that for a C-DUK or an S-DUK, this error is

ACM Transactions on Reconfigurable Technology and Systems, Vol. 7, No. 4, Article 5, Publication date: December 2014.



5:16 B. Gojman et al.

±2 ·%clock. For an M-DUK, Equation (19) leads us to conclude it is ±3 ·%clock. Section 6.3
uses these bounds to certify the accuracy of our measurements.

6. EXPERIMENTAL RESULTS
We applied Timing Extraction both to 18 Arrow BeMicro boards that have a Cyclone III
FPGA EP3C16F256C8N [Arrow 2009] and to one Terasic DE0-Nano with a Cyclone IV
FPGA EP4CE22F17C6N [Altera 2003], modified to allow control over the FPGA’s inter-
nal Vdd. In this section, we present the main results from our measurement experiments
on both boards.

6.1. Methodology
The delay of a path in an FPGA is subject to many sources of variation beyond pro-
cess variation. These include effects such as CAD tool decisions, local supply voltage
IR-drop, crosstalk, and temperature fluctuations. To annul the effects of these varia-
tion sources, we perform our measurements in a very structured and systematic way.
We divide the FPGA into a control region, where logic required to control the mea-
surement tests is placed on 66 LABs, and a measurement region containing the LABs
that will be measured. This keeps the control logic away from the paths under test so
that noise effects in the control circuitry will have minimal impact on the measured
circuitry. Leveraging the constraints provided by QUIP [Altera 2005a], the placement
and routing of all but the LABs being measured are fixed and consistent for all our
measurements. This assures us that signal path lengths and compositions are identical
across tests and do not directly contribute to the differences in measured delays. QUIP
is also used to dictate the placement and routing of the path being measured within a
LAB. Moreover, to reduce the overall activity in the FPGA, we do not measure LABs
in parallel, but rather measure LABs one at a time. This guarantees that local heat-
ing and switching-activity-dependent IR drop do not impact the delay measurements.
Furthermore, all measurements are taken in a temperature-controlled room, and we
perform our measurement several times to reach a stable internal temperature before
recording the final path delay. All these precautions lead to path delays measured in
a consistent and precise manner with repeatable results, suggesting that the mea-
surements reveal the underlying process variation and allowing us to compare results
between LABs and FPGAs without worry that other variation effects cloud our results.

We use the path measurement technique (Section 2.3) on 18 Cyclone III FPGAs
to measure the 2,848 paths per LAB necessary to compute all DUK delays. Each
measurement set takes on average 20 minutes per LAB. Due to limitations in the
Cyclone III PLLs, for our measurements, we increment the frequency at linear intervals
of %clock = 1.6ps and, at each frequency, perform 215 path measurements, taking as the
delay of the path the frequency that yields a 50% failure rate for that path. With these
parameters, we are 99.985% confident that our margin of error is ±1% of 50%. Unless
otherwise specified, throughout this section, we present results related to LAB (27,22)
of a Cyclone III. Where appropriate, we indicate more general results.

6.2. Extracted Characterization
Figure 9 shows the resulting distribution of the paths measured to compute C-DUKs
and M-DUKs in a LAB. We highlight four separate distributions to isolate two sources
of known systematic difference, the path length and the LUT inputs used. From these
paths, we compute DUK delays; Figure 10 shows these distributions. In this case,
the different colors indicate the LUT input used by the DUK. Figure 11 shows the
individual delays for each C-DUK over LUT inputs A and B for two different LABs.
Note that there is no single delay associated with a LUT; each source–sink pair has a
unique delay, both between different DUKs in one LAB and between the same DUK in
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Fig. 9. Path delay distribution for the 2,400 paths required to solve all C-DUKs and M-DUKs, differentiating
known systematic variation, Cyclone III LAB (27,22).

Fig. 10. C-DUK and M-DUK delay distribution, differentiating known systematic variation, Cyclone III
LAB (27,22).

Fig. 11. C-DUK delays in picoseconds over LUT inputs A and B. Rows index start LE of C-DUK; columns
index end LE. LUT input A is shown by highlighted red row header, B otherwise. Two LABs in Cyclone III.
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Fig. 12. Correlation between DUKs in two LABs in one FPGA (a & b) and between two FPGAs for the same
LAB (27,22) (c & d). Diagonal lines indicate difference between results in terms of %clock = 1.6ps. Thicker
lines indicate 10 · %clock. Red dashed lines indicate error boundaries as computed in Section 5. Cyclone III.

Fig. 13. S-DUK delays. Each scatter plot shows the delay of S-DUKs with the same controlling and fixed
LUT inputs. The region between red dashed lines is shown as a reference of the range of the expected error
as computed in Section 5. Cyclone III LAB (27,22).

different LABs, demonstrating the importance of accounting for LUT-to-LUT routing.
Within a LAB, on average, over all 18 FPGAs, we see a standard deviation of σ/µ = 3%
for M-DUKs and σ/µ = 5% for C-DUKs.

Figure 12 compares the DUK delay distribution of two LABs in one FPGA and of one
LAB in two FPGAs, respectively. The results indicate that the variation is composed
of a spatially correlated component, a within-die correlated component, and a random
component. If the variation was only correlated, the data points on these graphs would
lie on the %0ps diagonal line. Similarly, if it was all random variation, the data points
would resemble Figure 1(c).

For all results presented, when a LUT input is not used to implement the buffer, it is
fixed to the vector 0011 for inputs A through D, respectively. S-DUKs allow us to take
these results and adjust them for other vectors. Figure 13 shows the S-DUK delays as
a scatter plot for each vector, differentiating which input is controlling by the color of
the distribution. For example, for the column labeled 0, 1, 1, when A is the controlling
input, B, C, and D are fixed at 0, 1, and 1, respectively. When C is the controlling input,
A, B, and D are fixed at 0, 1, and 1, respectively.

The main thing to notice is that when inputs A or B are controlling, the value of the
other inputs greatly matters, whereas the value of the unused inputs does not matter
when C or D are controlling. This is consistent with the expected architecture of the
LUT as shown in Figure 3(b). When A or B is controlling, the critical path incurs the
full delay of going through the internal LUTs followed by the muxes. Inputs C and D
do not have to pay such a high delay.
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Fig. 14. Correlation between DUKs when measuring the same paths twice (a & b) and measuring different
path sets yielding the same DUKs (c & d). Diagonal lines indicate difference between results in terms of
%clock = 1.6ps. Thicker lines indicate 10 · %clock. Red dashed lines indicate error boundaries as computed in
Section 5. Cyclone III LAB (27,22).

Fig. 15. Delay of C-DUK from LE 6 to LE 11 using input D, computed using 150 different pairs of paths.
The distance between horizontal gray lines is %clock = 1.6ps. The region between red dashed lines shows
expected error bounds as computed in Section 5. All 150 C-DUKs are within these bounds. Cyclone III LAB
(27,22).

6.3. Measurement Validation
The measurement of the delay of a path can be subject to many sources of noise;
therefore, we would like to build confidence that we are not measuring that noise but
rather the actual delay of paths and DUKs in a consistent manner. As explained in
Section 6.1, we control as many aspects as possible when performing our measure-
ments. To measure if these controls achieve consistency, we perform the measurements
twice by measuring paths, computing all DUK delays, and repeating. Figures 14(a) and
14(b) show the resulting DUK delays when we measure paths twice. Section 5 calcu-
lates the expected error due to the granularity of our clock. The red dashed lines in
the figure graphically represent the range of this expected error. Therefore, having all
measurements fall within this region means the two runs essentially measured the
exact same value.

A second form of validation comes from the fact that we can measure distinct sets
of paths that allow us to compute the delay of the same set of DUKs. Recall from
Section 3.5 that we need two paths to compute the delay of C-DUKs and three for
M-DUKs. These paths have a fixed set of LC Nodes that determine which DUK will
be computed from their delays, and a subpath prefix of LC Nodes, which we called π ,
that do not form part of the final DUK. We can select a different set of LC Nodes to use
for the subpath π without affecting which DUKs we compute. Figures 14(c) and 14(d)
show the resulting DUKs when we compute them using two different sets of paths.
Again, the red dashed lines highlight the expected error. Clearly, it matters little what
the paths are, as long as they compute the correct DUK.

To gain even more confidence of our measurements, we repeat the experiment, but
instead of using two different sets of paths, we use 150 different sets that all yield the
same DUK. Figure 15 shows the resulting delay for one C-DUK. All 150 results lie
within the expected error. Together, these figures show that we can trust our technique
to correctly and consistently compute the delay of DUKs.
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Fig. 16. Delays when varying Vdd. Differentiating varying Vdd, Cyclone IV LAB (28,22).

6.4. Effects of Varying VDD

Lowering VDD is a common and important way to save power and energy. In this
section, we examine the effect that reducing VDD has on variation. In particular, we
ask whether scaling VDD has a purely systematic effect on the variation distributions
or whether there is a random component as well. To do this, we modify a DE0-Nano
board containing a Cyclone IV FPGA so that we can control the internal VDD [Terasic
2011]. Nominally, the board provides a 1.2V VDD. For our tests, we scale at 100mV
increments. At VDD = 0.8V, a large percent of our measurements fail, and at 0.7V, the
board fails to power up.

We know that a lower VDD increases the propagation delay of a circuit, as well as
the standard deviation of the path delay distribution [Eisele et al. 1997]. We clearly
see this effect in Figure 16(a), the delay distribution for the paths of length 8 used to
compute C-DUKs. As we lower VDD, the distribution shifts right and becomes wider.
This effect is even more pronounced when we look at the C-DUK delay distributions in
Figure 16(b).

7. GENERALIZING TIMING EXTRACTION
Although Section 3 introduces Timing Extraction by applying it to a Cyclone III LAB,
the approach generalizes to any FPGA that has registers and configurable PLLs. We
can distill the essence of Timing Extraction into five concepts:

(1) We can measure the delay of a group of components in the FPGA using only re-
sources already in the FPGA.

(2) LC Nodes represent the smallest group of components for which we need to compute
a delay, since, if we use any component in an LC Node, we must use all other
components in the LC Node.

(3) When using the measurement technique from Section 2.3, it is not possible to solve
for the delay of every LC Node when a measured path begins at a Start Node, goes
through zero or more Mid Nodes, and terminates at an End Node.

(4) When representing all measurable paths as a matrix, there exists a basis that will
allow us to compute the delay of any path in the FPGA using only the delay of
vectors in that basis.

(5) We can formulate a basis where every vector is a DUK composed of a small linear
combination of LC Nodes.

The first, second, and fourth points are immediate; however, it is not obvious why the
third and fifth hold true. Although a full explanation, formalization, and proof are
beyond the scope of this article, we can build some intuition to address the third point.
Consider a simplified circuit that, when represented in LC Nodes, has all paths being
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composed by just a Start Node and an End Node. Moreover, there exists a physical
path in the circuit formed by combining any Start Node with any End Node. We can
represent this situation as a fully connected bipartite graph with Start Nodes forming
one set and End Nodes the second. For simplicity, assume that the delay of every path
is measured to be 500ps. It is easy to show that at least two solutions to the delay of
the nodes exist. One solution assigns a delay of 200ps to all Start Nodes and a delay of
300ps to all End Nodes. The second solution does the opposite, assigning 300ps to Start
Nodes and 200ps to End Nodes. A similar circuit with fewer paths suffers from the
same problem. Therefore, this circuit, and any subset, leads to an underdetermined
system. The argument becomes somewhat more complicated when considering the
more general problem, which also includes Mid Nodes; however, the intuition remains
the same.

A forthcoming work will address in detail the fifth point. Yet, Section 4 builds much of
the intuition necessary to see why this is true. We have three types of DUKs. All three
maintain the requirement that a path starts and ends at a register. M-DUKs represent
the smallest path between two registers. C-DUKs grow the length of a path. Finally,
replacing one node for another is achieved by S-DUKs. This defines the three main
types of representations and transformations that should be sufficient to formulate
any path in our circuit. Though more than one type of M-DUK, C-DUK, and S-DUK
will be defined to cover all structures in the circuit, overall, a small palette of DUKs
will suffice to fully describe all structures in an FPGA.

8. FUTURE WORK
The previous section suggests that Timing Extraction is more generally applicable.
This article applies Timing Extraction exclusively to the LABs and LUTs. To get the
full, intended benefits of this technique, it is essential to also apply Timing Extraction
to intercluster routing. Moreover, the results section hints at the existence of differ-
ent types of variation—systematic, spatially correlated, and random—and shows that
Timing Extraction is able to provide the raw information necessary to understand
variation in the FPGA. To fully harness the power of Timing Extraction, however, a
mathematical analysis of the information it provides should be performed to quantify
how much and what kind of variation exists within the FPGA.

Finally, we perform our measurements in a highly controlled setting (Section 6.1).
This leads to clean and consistent results, but it is not clear which controls are necessary
for good results. Careful experimentation will reveal how the results change when we
change or relax the strong restrictions on our measurement technique, allowing us to
simplify and accelerate path measurements.

9. CONCLUSIONS
We presented Timing Extraction, a method used to extract the fine-grained delay infor-
mation necessary to understand variation within the FPGA and to generate component-
specific mappings. We acquire this information using only resources already present in
the FPGA. Essentially, we apply a launch and capture technique to measure a subset
of all paths in the FPGA and extract small DUKs from these measurements. We can
then compose DUKs to compute the delay of any path in the FPGA and use them to
understand the amount and type of variation present.

We applied this technique to the LABs in both the Altera Cyclone III and Cyclone IV
FPGAs. We also measure the intra-LUT delays and demonstrate that our measure-
ments are within the expected margin of error. The results indicate that, on average,
we see σ/µ = 4% variation in the 65nm process used for the Cyclone III. Moreover,
there is clear indication that random variation forms a significant part of the total
variation. We expect that as we measure smaller technology nodes, the total variation
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and the contribution from random variation will increase. By using Timing Extraction,
we will be able to characterize and reduce the adverse effects from this increase.
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